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𝑓 𝑥 = 1 −
𝑒𝑖

𝑒
𝑛
2 + 𝑒𝑖

∗ 𝑔(𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑐𝑜𝑠𝑡𝑠)
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Experimental Design
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Algorithm
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3 neighbors 
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costs [2,5]

Elicitation 

costs [0,20]
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have a minor effect.

• Yield results close to 

the optimum.
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constraints, 

heuristics take 

longer as they 

can afford more 

exploration.
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10 Values in 
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on average
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costs [2,5]

Elicitation 

costs [0,20]
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Ex-post

Ex-ante

Solution cost as a function of the number of iterations with k=180
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MGM

Ex-ante 

Approach outperforms 

Ex-post
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MGM

Unknown costs, can lead to 

positive explorative effect
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